Poselstvi Svatého otce u prilezitosti 40. svétového dne komunikacnich
prostiedku

Strezit lidské hlasy a tvare

Drazi bratfi a sestry,

tvar a hlas jsou jedinecné charakteristické rysy kazdého c¢lovéka; vyjadruji jeho vlastni
neopakovatelnou identitu a jsou zakladnim prvkem kazdého setkani. Ve starovéku to dobre védéli. Pro
definici lidské osoby pouzivali stafi Rekové slovo ,tvar“ (présdpon), které etymologicky oznacuje to, co
je pred nasima oc¢ima, misto pfitomnosti a vztahu. Latinsky termin persona (odvozen od per-sonare)
zahrnuje zvuk: ne jakykoli zvuk, ale nezaménitelny hlas nékoho.

Tvar a hlas jsou posvatné. Byly nam darovany Bohem, ktery nas stvofil ke svému obrazu a
Slovem, které ndm sdm adresoval, nas povolal k Zivotu; Slovem, jeZz nejprve po staleti zaznivalo
v hlasech prorokl a poté se v plnosti ¢asu stalo télem. Toto Slovo — toto sdéleni, které Blih dava
0 sobé samém — jsme také mohli pfimo slysSet a vidét (srov. 1 Jan 1, 1-3), protoZe se dalo poznat
v hlasu a tvafi JeziSe, Syna Boziho.

Blih si od okamZiku stvofeni pral ¢lovéka jako svého partnera v dialogu, a jak Fika svaty Rehot
z Nyssy?, vtiskl do jeho tvéfe odraz boZské lasky, aby skrze ldsku mohl pIné prozivat své lidstvi. Stfezit
lidské tvare a hlasy tedy znamend chranit tuto pedet, tento nesmazatelny odraz BoZi lasky. Nejsme
druhem, ktery by byl tvorfen predem definovanymi biochemickymi algoritmy. Kazdy z nas ma
nenahraditelné a nenapodobitelné povolani, jez vyplyva ze Zivota a projevuje se pravé v komunikaci
s ostatnimi.

Pokud tuto ochranu opustime, digitalni technologie mlZou radikadlné proménit nékteré ze
zakladnich pilir( lidské civilizace, které nékdy povazujeme za samoziejmé. Skrze simulaci lidskych hlas(
a tvari, moudrosti a poznani, védomi a odpovédnosti, empatie a pratelstvi systémy zndmé jako uméla
inteligence nejen zasahuji do informacnich ekosystému, ale také vnikaji do nejhlubsi urovné
komunikace, tedy do vztah( mezi lidmi.

Neni to tedy vyzva technologicka, ale antropologickd. Chranit tvare a hlasy v kone¢ném
dlsledku znamena chranit nds samotné. Pfijimat s odvahou, odhodlanim a rozvahou pfilezitosti, které
nabizi digitalni technologie a uméld inteligence, neznamend skryvat pred sebou kritické body,
nejasnosti a rizika.

Nevzddvat se svého vlastniho mysleni

Jiz delsi dobu existuje fada dlkaz(li o tom, Ze algoritmy navrZené tak, aby maximalizovaly
sledovanost socidlnich médii — coZ je pro platformy ziskové —, odménuji rychlé emoce a naopak
penalizuji lidské projevy, které vyzaduji vice ¢asu, jako je snaha o porozuméni a reflexe. Tim, Ze tyto

1 Skuteénost, Ze jsme stvofeni k obrazu BoZimu, znamend, Ze ¢lovéku byl od okamZiku jeho stvofeni vtisknut
kralovsky charakter [...]. Bih je laska a zdroj lasky: boZsky Stvofitel vtiskl tuto vlastnost také do nasich tvafi, aby
Clovék prostfednictvim lasky — odrazu bozské lasky — poznal a projevil dlistojnost své pfirozenosti a podobnost se
svym Stvoritelem” (srov. sv. Rehot z Nyssy, Stvoreni ¢lovéka: PG 44, 137).



algoritmy uzaviraji skupiny lidi do bublin snadného souhlasu a snadného rozhofr¢eni, oslabuji schopnost
naslouchat a kriticky myslet a zvysuji polarizaci spole¢nosti.

K tomu se pak pridala naivni a nekritickd ddvéra v umélou inteligenci jako vSevédouciho
,pritele”, poskytovatele veskerych informaci, archivu vSech paméti, ,véstirny” vSech rad. To vie mlize
dale oslabit nasi schopnost analytického a kreativniho mysleni, porozuméni vyznam(m, rozliSovani
mezi skladebnymi a vyznamovymi prvky.

Ackoli uméla inteligence mizZe poskytovat podporu a pomoc pfi zvladani komunikacnich ukold,
vyhybani se Usili vlastniho mysleni a spokojeni se s umélym statistickym vyctem vsak z dlouhodobého
hlediska hrozi oslabenim nasich kognitivnich, emocionalnich a komunikaénich schopnosti.

Systémy umélé inteligence v poslednich letech stdle vice prebiraji kontrolu také nad produkci
textl, hudby a videi. Velka ¢ast tvirciho primyslu je tak v ohroZeni, Ze bude demontovana a nahrazena
Stitkem ,,Powered by Al“, ¢imz se lidé stanou pouhymi pasivnimi konzumenty nepromyslenych ideji,
anonymnich produktl bez autorstvi a bez lasky. Tim budou mistrovska dila lidského génia v oblasti
hudby, uméni a literatury redukovana na pouha pole pro trénink stroju.

Otdzka, ktera nam leZi na srdci, vSak neni, co dokaze nebo bude schopen dokazat stroj, ale co
mUlzZeme a budeme schopni dokazat my, kdyZz budeme rist v lidskosti a poznani a budeme moudie
vyuZivat tak mocné nastroje, které jsou k nasim sluzbam. Clovék byl vidy v pokuseni ptivlastriovat si
plody poznani bez ndmahy spojené s nasazenim, vyzkumem a osobni odpovédnosti. Vzdat se tvlréiho
procesu a prenechat stroji své mentalni funkce a svou predstavivost vSsak znamend pohtbit talenty,
které jsme dostali, abychom mohli rlst jako lidé ve vztahu k Bohu a ostatnim. Znamena to skryt svou
tvar a umlicet svij hlas.

Byt nebo predstirat: simulace vztahi a reality

Jak prochazime informacni toky (feedy), je stale obtiznéjsi rozpoznat, zda komunikujeme
s jinymi lidmi nebo s ,boty” ¢&i ,virtudlnimi influencery”. Netransparentni zdsahy téchto
automatizovanych agent(l ovliviuji vefejné debaty a rozhodovani lidi. Zejména chatboti zalozeni na
velkych jazykovych modelech (LLM) se ukazuji jako prekvapivé efektivni ve skryté manipulaci diky
neustdlé optimalizaci personalizovanych interakci. Dialogickd a adaptivni mimetickd struktura téchto
jazykovych modell je schopna napodobovat lidské city a tak simulovat vztah. Tato antropomorfizace,
ktera mlze byt dokonce zabavna, je zdroven klamnad, zejména pro nejzranitelnéjsi osoby. Chatboty,
které jsou prehnané ,laskavé” a navic vidy pfitomné a dostupné, se proto mohou stat skrytymi
architekty nasich emocionalnich stavl a timto zplsobem narusovat a okupovat sféru lidské intimity.

Technologie, kterad vyuziva nasi potfebu vztah(, miZe mit nejen bolestivé dasledky pro osud
jednotlivcy, ale mGze také poskodit socidlni, kulturni a politickou strukturu spole¢nosti. K tomu dochazi,
kdyZz zaménujeme vztahy s ostatnimi za vztahy s umélou inteligenci, kterd je trénovdna katalogizovat
nase myslenky a vytvaret kolem nas svét zrcadel, kde je vSe vytvofeno , k nasemu obrazu a podobé“.
Timto zpUsobem se nechiavame okradat o mozZnost setkat se s druhym, ktery je od nas vidy odlisny a
s nimz se mUZzeme a musime naucit konfrontovat. Bez pfrijeti jinakosti nemUze existovat ani vztah, ani
pratelstvi.

Dalsi velkou vyzvou, kterou tyto nové systémy predstavuiji, je zkresleni (v anglictiné bias), které
vede k ziskdvani a pfedavani pfekrouceného vnimani skutecnosti. Modely umélé inteligence jsou
utvareny svétovym nazorem téch, kdo je buduji, a samy mohou vnucovat zpUsoby uvaZovani tim, Ze
replikuji stereotypy a predsudky pritomné v datech, z nichZ Cerpaji. Nedostatek transparentnosti pfi



navrhovani algoritm( spolu s nedostatecnou socialni reprezentaci dat ma tendenci ponechdavat nas
uviznuté v sitich, které manipuluji nasimi myslenkami a udrZuji a prohlubuji jiz existujici socialni
nerovnosti a nespravedInosti.

Riziko je velké. Sila simulace je takovd, Ze nas uméla inteligence mlze dokonce oklamat
vytvofenim paralelnich ,realit”, ve kterych si pfivlastni nase tvare a hlasy. Jsme ponofeni do
vicerozmérnosti, kde je stale obtiznéjsi rozlisit realitu od fikce.

K tomu se priddva problém nedostatecné presnosti. Systémy, jez vydavaji statistickou
pravdépodobnost za znalost, nam ve skutecnosti nabizeji informace v nejlepsim ptipadé pfiblizné, které
jsou nékdy doslova ,halucinacemi”. Nedostatecna kontrola zdroji spolu s krizi novinarské prace
v terénu, jez zahrnuje neustalé shromazdovani a ovérovani informaci v mistech, kde se udalosti
odehravaji, mlze vytvaret jesté urodné;jsi pldu pro dezinformace, coz vyvolava rostouci pocit nedlivéry,
zmateni a nejistoty.

MoZnost spojenectvi

Za touto obrovskou neviditelnou silou, ktera nas vSechny zasahuje, stoji jen hrstka firem, jejichz
zakladatelé byli nedavno predstaveni jako ,, 0sobnosti roku 2025 tedy architekti umélé inteligence. To
vyvolava znacné obavy ohledné oligopolni kontroly algoritmickych systém( a umélé inteligence, které
jsou schopny nenapadné ovliviiovat chovani, a dokonce prepisovat déjiny lidstva — véetné déjin cirkve
—, Casto aniz bychom si toho byli skutecné védomi.

Vyzva, kterd prfed ndmi stoji, nespocliva v zastaveni digitdlni inovace, ale v jejim Fizeni
a uvédoméni si jeji ambivalentni povahy. Je na kazdém z nas, abychom pozvedli hlas na obranu lidskych
bytosti, aby tyto nastroje mohly byt skutecné pfijaty jako nasi spojenci.

Toto spojenectvi je mozné, ale musi byt zaloZzeno na tfech pilifich: odpovédnost, spoluprdce
a vzdélavani.

PfedevsSim odpovédnost. Ta se muiZe podle jednotlivych roli projevovat jako poctivost,
transparentnost, odvaha, schopnost vize, povinnost sdilet znalosti, pravo byt informovan. Nicméné
v obecné roviné se nikdo nem(iZze vyhnout své odpovédnosti za budoucnost, kterou vytvarime.

Pro ty, kdo stoji v ele online platforem, to znamena zajistit, aby jejich obchodni strategie nebyly
vedeny pouze kritériem maximalizace zisku, ale také proziravou vizi, ktera bere v vahu spolec¢né dobro,
pravé tak jako kazdy z nich ma na srdci blaho svych déti.

Tvlrci a vyvojafi modeld umélé inteligence musi byt transparentni a spolecensky odpovédni,
pokud jde o principy ndvrhi a systémy moderovani, na nichZ jsou zaloZeny jejich algoritmy a vyvinuté
modely, tak aby se prosazoval informovany souhlas ze strany uZivateld.

Stejnd odpovédnost se vyZzaduje také od narodnich zakonodarcl a nadnarodnich regulacnich
organ, které jsou povinny dohliZzet na ochranu lidské dlstojnosti. Vhodna regulace miZe chranit lidi
pred emocionalni pfipoutanosti k chatbotum a omezit Siteni falesnych, manipulativnich nebo
zavadéjicich obsahu, ¢imZ se zachova integrita informaci oproti jejich klamavé simulaci.

Samotné medialni a komunikacni spolecnosti rovnéz nemohou dovolit, aby algoritmy
zamérené na bezohledné vitézstvi v boji o nékolik sekund pozornosti prevazily nad vérnosti jejich
profesnim hodnotam, které sméruji k hledani pravdy. Dlvéru verfejnosti si Ize ziskat presnosti a
transparentnosti, nikoli honbou za sledovanosti za kazdou cenu. Obsah generovany nebo manipulovany



umélou inteligenci musi byt jasné oznaen a odliSen od obsahu vytvofeného lidmi.
Je tfeba chranit autorstvi a svrchované vlastnictvi prace novinara a dalsich tvlrct obsahu. Informace
jsou verejnym statkem. Konstruktivni a smysluplna verejna sluzba neni zaloZena na neprihlednosti, ale

na transparentnosti zdroju, na zapojeni zi¢astnénych subjekt(l a na vysokém kvalitativnim standardu.

Vichni jsme povoldni ke spoluprdci. Zadny sektor nem(ize samostatné &elit vyzvé, kterou
predstavuje fizeni digitalnich inovaci a spravy umélé inteligence. Je proto nutné vytvofit ochranné
mechanismy. VSechny zainteresované strany — od technologického prlmyslu po zakonodarce, od
kreativnich spoleénosti po akademickou sféru, od umélci po novinare a vychovatele — musi byt
zapojeny do budovani a prosazovani informovaného a odpovédného digitdlniho ob¢anstvi.

K tomu sméruje vzdéldvdni; ma posilovat nase osobni schopnosti kriticky uvazovat, hodnotit
spolehlivost zdroji a mozné zajmy skryvajici se za vybérem informaci, které se k nam dostavaji,
porozumét psychologickym mechanismim, které je aktivuji, umoznit nasim rodinam, komunitam
a asociacim vypracovat praktickd kritéria pro zdravéjsi a odpovédnéjsi kulturu komunikace.

Pravé proto je stale naléhavéjsi zacit do vzdélavacich systém( na vsech drovnich zavadét také
medialni gramotnost, informacni gramotnost a gramotnost v oblasti umélé inteligence, coz jiz nékteré
obcanské instituce prosazuji. Jako katolici miZzeme a musime prispét k tomu, aby lidé — zejména mladi
— ziskali schopnost kritického mysleni a rostli ve svobodé ducha. Tato gramotnost by méla byt navic
zaclenéna do SirSich iniciativ celoZivotniho vzdélavani, které se tykaji i starSich a marginalizovanych
¢len( spolecnosti, jez se Casto citi vylouceni a bezmocni tvafi v tvar rychlym technologickym zménam.

Gramotnost v oblasti médii, informaci a umélé inteligence pomlzie vsem, aby se
nepfizplsobovali antropomorfizacnimu posunu téchto systému, ale aby je povaZovali za nastroje; aby
vzdy pouZivali externi ovéreni zdroji — které mohou byt nepresné nebo nespravné — poskytovanych
systémy umélé inteligence, chranili své soukromi a sva data pochopenim bezpecénostnich parametrl a
moznosti podani namitky. Je dalezité vzdélavat se a udit se pouZivat umélou inteligenci zimérné a
v tomto kontextu chranit sv(j obraz (foto i audio), svou tvar a svij hlas, aby se zabranilo jejich pouZiti
pfi vytvareni skodlivého obsahu a chovani, jako jsou digitalni podvody, kybersikana a deepfake, které
porusuji soukromi a intimitu lidi bez jejich souhlasu. Stejné jako primyslova revoluce vyZadovala
zakladni gramotnost, aby lidé mohli reagovat na novinky, tak i digitalni revoluce vyZaduje digitaIni
gramotnost (spolu s humanitnim a kulturnim vzdélanim), aby bylo mozné pochopit, jak algoritmy
formuji nase vnimani reality, jak plGsobi nebezpeci umélé inteligence, jaké mechanismy urcuji vyskyt
urcitych obsaht v nasich informacnich tocich (feedech), jaké jsou predpoklady a ekonomické modely
ekonomiky umélé inteligence a jak se mohou ménit.

Potfebujeme, aby tvar a hlas opét vyjadrovaly osobnost Clovéka. Musime chranit dar
komunikace jako nejhlubsi pravdu o ¢lovéku, na kterou by se méla orientovat i kazda technologicka
inovace.

o

Pfi predkladani téchto uvah dékuji vSem, ktefi se zasazuji o dosazeni zde uvedenych cild, a
srdecné Zehnam vSem, kdo pracuji pro spole¢né dobro prostfednictvim sdélovacich prostredka.

Ve Vatikdnu, 24. ledna 2026, pamdtka svatého Frantiska Saleského

Lev XIV., papeZ



